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ABS’TRACT

lkscd on both empirical data for nearby galaxies, and on computer simulations, wc show that

measuring the position of the tip of the first-ascent red-giant branch (TRG13) provides a means of

obtaining the distances to nearby galaxies with a precision and accuracy comparable to using Cephcids

and/or RR. Lyrac  variables. We present an analysis of synthetic 1 versus (V–1)  co]or-magnitude diagrams

of l’opulation  II systems to investigate the usc of the observed discontinuity in the l-band  luminosity

function as a primary distance indicator. In the simulations wc quantify the cfi’ccts  of (1) signal-to-noise,

(2) crowding, (3) population size, and (4) non-giant-branch-star contamination, on the method adopted

for detecting the discontinuity, measuring its luminosity, and estimating its uncertainty. WC discuss

potcntia]  sources of systematic error in the context of obscrvaldc  parameters, such as the signal-to-noise

ratio and/or surface brightness. ‘1’he simulations arc then sca]cd to observed color-magnitude diagrams.

It is conc]udcd,  that from the ground the tip of the red-giant-branch method can be successfully used

to dctcrminc  distances accurate to ~10%  for galaxies out to 3 kpc (/J w 27.5 mag);  and from space a“

factor of four further in distance (p w 30.5 mag) can bc reached using HS1’. ~’hc method can be applied

wllcrcvcr a metal-poor population (--2.0 < 7, < –0.7) of red-giant stars is dctcctcd  (W11OSC  agc is in the

range 7–1 7 G yr), whether that population resides in t]Ic halo of a spiral galaxy, the cxtcndcd  outer disk

of a dwarf irregular, or in the outer periphery of an clliptica] galaxy.

Suhjcct headings: galaxies: distances — stars: ltcd  Giants
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1. INT’RODUCTION

An empirical demonstration of the precision and accuracy of the magnitude of the tip  of the reel

giant branch (hereafter TIWB) as a primary distance indicator has been given in Lee, l’rccdman  and

Madorc  (1993). These authors applied the tcchniquc  to a variety of nearby galaxies spanning the entire

range of morphological types, from dwarf cl]ipticals (NG C 147, 185 and 205), to early-t ypc spirals

(M31),  late-type spirals (M33) and irregulars (NGC  3109, NGC 6822, IC 1613 and WLM).  Compiling

ncw and previously published data on the apparent brightness of the number-count discontinuity in

the red-giant-branch luminosity function

corrcspondcncc  bctwccn  the moduli for

and/or  1{1{ Lyrac  stars) with the moduli

(SCC rcfcrcnccs therein), they demonstrated an cxtrcmcly  good

these nearby ga]axics (indcpcndcntly  derived from Ccphcids

derived assuming that the bolomctric  luminosity of the TRG H

is a standard candle. Like Ccphcids and IUt l,yracs,  t hc “1’I{G B method has an underlying physical basis:

the tip of the first-ascent red-giant branch rcprcscnts  the luminosity of the core helium flash, which,

according to theory (SCC Ibcn & Rcnzini  1983) is essentially constant, having very litt,lc  sensitivity to

mctallicity  and/or age.

]n LCC, l’rccdman  and Madorc  (1993) an objcc.tivc  cclgc-detection algorithm, employing a Sobcl

fili,cr, was applied to this l)roMcrn  for tllc first time (previously l)ublishcd  estimates of the discontinuity

IIaving been made either by cyc or from arguments relating to the I’oisson statistics of the luminosity

function.) ]n the following wc present an cxIJandcd  analysis of the adopted ‘1’lt,GIJ detection and

mcasurcmcnt  method, in order to quantify its apldication  to tllc cxtragalactic  distance scale, and to

cstimalc  Ihc distance limit out to which this method can bc reasonably applied.
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2. THE M O D E L

l’or the purpose of’ the simulations presented here, a synthetic l’opulation

gcncratcd  based on the color-magnitude diagram of the intcrmcdiatc-mctallicity

11 giant branch was

globular cluster M2,

which has a mctallicity  of [l?c/H] ~ –1 .6. ‘llc .synthctic  giant branch was populated according to a

power-law distribution such that log(N)=O.6  xl (where N is the number of stars pcr I-band magnitude)

with a. sharp cut-off set at an absolute rnagnitudc

scqucncc (or a combination of different mctallicity

prcscntcd  since within the range of interest, –2.2

of MI = –4 .00 msg. Choosing an alternate fiducial

scquenccs) would not substantially alter the results

< [lJc/Hl  < – 0.7, the discontinuity in the l-band

magnitude is quite insensitive to mctal]icity,  as illustrated in l’igurc 1 of LC C, l’rcedman  and Madore

(1993). However, it should bc emphasized that this method cannot bc cxtcndcd  to greater metallicitics

where Ii nc b]ankcting  bccomcs significant even in the I band.

Four parameters were indcpcndcntly  varied in the simulations: (1) the number of detected photons

(or cquivalc)ltly  the photon-count signal-to-noise ratio, SNR,) for the stars defining the q’RGIJ (with

the counts for stars fainter than the tip being scaled accordingly), (2) the crowding, expressed as the

amounl  of contamination of the stellar photometry duc to unresolved multiple stellar images within a

given point spread fullction (which am either duc to accidental contamination or intrinsic duplicity), (3)

a population scaling factor, cxprcsscd  as the total number of stars found in the upper three magnitudes

of the rcd giant branch, and finally (4) tl)c forcg~ound/background  contamination of stellar images

contributed by Iloll-giallt-brallcll  stars. As discussed ill Section 3.4 there arc scvc~al  potential sourc.cs of

contamination, all of wliicll result in a reduction ilk the contrast of the jump in the luminosity function

at IIK! ‘1’RGB.

‘J’llc nlodc] generates discrctc  numbers of stars with luminosities calculated to 0.01 n]ag. ‘1’hcsc

data arc then collcctcd into 0.10 Inag bins, which, as for tllc actual data, arc small cllough  so that they

do not donlinatc  the error ill dct,ccting  the ‘J’ltGll  discontinuity, but arc larfy  enough that reasonable
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numbers of stars can bc cxpcctcd  to contribute to the counting statistics associated with each bin, our

aim is to test the limitations on defining the ‘1 lLGII to better  than *0.2 mag  (that is +1OYO in distance).

2.1 The Edge-Detection Algorithm

As first introduced in I.cc, lh’ccdman and Madorc  (1993), wc have adopted here a standard

image-processing edge-detection technique to measure the luminosity of the onset of the RGB.  The

kernel [–1, O, 41],  known as a Sobcl  filter (e.g., Mylcr & Wilkes 1993) produces an output that reflects

the gradient dctcctcd  across a three-point interval. It is a first-derivative operator which computes the

rate of change across an edge. Figure 1 shows the idealized output of such a filter for a series of idealized

I)ossibilitics.  A simple discontinuity (top panel)  results in a sharp spike in the filter output. An abrupt,

but  continuous, change of slope (middle panel) results in the output discontinuously changing its level.

‘J’akcn ill combination, (bottom panel) a change in slope occurring after an abrupt discontinuity y (as is

expected in an idealized ‘J’RGIJ  luminosity function) results in the output shown in the third panel: an

abrupt spike, marking the discontinuity, followed by a plateau, marking the new value of the slope.

At low signal-to-noise ratios (i.e., low photon count rates) the primary spike registered at the

discontinuity will bc degraded, and noise will also enter the baseline leading up to the edge. .Mthough

distinctive in their [+ 1 ,–1] response to the Sobcl filter function (see the bottom  pane] of l’igurc 1),

noise spikes can be a source of confusion in practically identifying the onset of the ‘J’RG H for small

populations. Accordingly, wc also investigated the use of an extended Sobcl filter, which we have

devised, incorI)orating  a weighted kernal,  covering a wider baseline: [–1, -2, 0, +2, -1 ]]. I’his filter

again respol[ds to gradients but  it is more resilient to isolated noise spikes, by cfl’cctivcly  smoothing

over a larger number of cells.
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3 .  THE SIMULATIONS

Using our discrete-star model for the TRGH  and applying the edge-detection software, described

above, wc proceed in the followilig  sections to investigate the effects of major sources of errors (both

random and systematic) in the determination of the luminosity of the
.. . . . . . . ,. . . ,.. . .llt~l~ lor alstancc  Uctcrnunatlons.

3.1 Sigrial-to-Noise  Ratio

]n this section wc begin by considering the case where photon-counting statistics arc the dominant

source of error in the signal-to-noise ratio (SN R) for the measured magnit  udcs of isolatccl  stars. ‘llc

SNll is paramctcrizcd  througl)  an

SN lLIlit~B  == Nrr/~NT. Errors in

starting va]uc.

ccluiva]cnt  number of photons, NT, for a star at the “1’lUGH, giving

the magnitudes for other stars were scalc(l  by luminosity from this

‘1’hc top panel in l’igurc 2 shows the luminosity function resulting froln a simulation where the SNR

was high (70) at the ‘1’ltGB,  resulting in a well-defined red-giant branch (middle panel) and a highly

confident measure of the luminosity of t}lc discontinuity, as shown by the Sobcl filter output given in

the bottom panel of l’igurc 2.

Nat urally, as t hc photometric errors incrcasc  the sharpness of the ‘1’l{,G H discontinuity y decrcascs,

and tile random l)llotomctric  errors slowly give rise to a systematic error in tllc derived position of the

jump. ‘1’hc  cf~cct is shown in l’igurc 3. l’here the results of a number of simulations, with lLo crowding

and no field contamination, arc given,

‘J’llQ diagram can bc usecl  to provide a

particular systematic error below some prcselcctcd  lCVCI,  For instance, if a systematic error (due to this

cflcct)  is required to bc lCSS than 0.10 mag, then onc should best keep the SNR greater than 5. An

example of a case where SNR == 10 is given in l’igurc 4.

varying o]lly the photon statistics in the stellar photometry.

simple prcscril)tion  for a minimum SN IL required to kccq] this
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3.2 Crowding

Thceffectsof  crowdingwc  rcsimulated  byappropriatcly  combining thcintcnsitics  ofstarschoscn

at random frolllthc  lulnil~osity f~lnction illtcrval  sl)a]lllillg  tllc first thrccmagnitudcs  below the’1’RGll.

(Since the major cffcct on the ‘TILGH is due to chance combinations of stars intrinsically near to

the discontinuity, working dccpcr into the huninosity  function simply incrcascs  the computation time

without substantially altering the effects on the bright end.) q’hc proccdurc  was as follows: A crowding

rate, cxprcsscd  as a pcrccntagc,  was chosen, TWO stars were then randomly sclcctcd from the upper

three magnitudes of the R(3B luminosity function. ‘i’hc luminosity of the fainter star was added to the

brighter; and the fainter star was dclctcd  from the list. The process was rcpcatcd,  taking care not to

allow the same star to bc accidcnta]ly  added to itself, whi]c at the same time not disallowing previously

combined stars to bc further contaminated on subscqucmt  rounds. ]tcration stopped when the input

lwrccntagc  of stars crowded was rcachcd.  It sliould  bc noted here that by this definition a crowding

rate of N means that NYo of the population is chosen to bc combined with another NYo resulting in an

observed pcrccnt  agc of st ars, that arc in fact composite, equivalent to N/(100 – N).

l’igurc 5 shows the effect of 10% crowding on a well-populated luminosity function, at high (31)

SNR. ‘1’hc  shift ill the discontinuity, as cxpcctccl, is systematic, hcing brighter by NO.15 mag in this

inst ancc. A series of simulations involving 13,000 stars in the upper t hrcc magnit  udcs oft hc luminosity

function were run for a variety of crowding rates to further quantify tltc drift in the measured luminosity

of tlic ‘1’RGU as a function of crowding. ‘1’llc  results arc shown in l’igurc 6. As can bc seen, the systematic

off-set can bc kept below --0.2 mag for crowding rates lCSS thiul about  25% (that is, onc star out of every

three lncasurcd  is contaminated by anot]lcr  star at ]ilost  tlircc magnitudes fainter than  tllc ‘J’l{GJJ).  Not

only does the measured TRGB  drift to brighter magnitudes but the discontinuity softens (as shown by

the magnitude error bars attached to the data in I’igurc 6) such that the uncertainty in measuring the

(biased) magnitude of the jump is itself ahtiost  as large as the oflsct.
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lf one is interested in keeping both the systematic and random errors in applying this method at

or below the 10Yo-in-distance  lCVC1, the superimposed random errors will limit this method to situations

where the crowding rates are assessed to bc lCSS than 25Y0.

3.3 Po]ndcdiorl  t%%

Of all of the effects considered in this simulation, population size is the only cfrcct that can result

in an over-estimate of the apparent distance modulus. This effect occurs only when the total population

of the IL(3 H is so small that small-number statistics result in the upper-most bins being empty, creating

the impression of a fainter tip. Of course any luminosity function where the first observed bin contains

only one star should bc viewed  with caution, especially if the subsequent bins merely fill at the cxpectcd

power-law rate, To confklcntly  identify the TRGH  discontinuity the luminosity function needs to bc

well-populated.

WC have parametcrizcd  the population size by the number of stars in the first full magnitude of

tlic luminosity function as measured

algorithm (using a binning interval

from the intrinsic ‘J’RG B. The application

of 0.1 mag and saw-tooth smoothing the

of the edge-detection

edge-detector over 5

bins) indicates that the systematic effects of depopulating  the bin defining the tip dots not proclucc? a

systematic effect until fewer than 50 stars are measured in the upper magnitude interval. l]ntil  that

point almost all of the (high SN R) solutions fall within onc standard clcviation  of the true value, and

furthcrjnore  those intcrna]  errors arc all significantly less than 0.1 msg.

‘J’bus, if approximatc]y  100 stars call l-w imaged in the first magnitude interval, the luminosity

function will bc suflicicnt]y  filled to define the discontinuity limited solely by other  effects.
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3.4 l’iekl Contamination

As mcntionccl previously, any contamination of the olmervcd  luminosity function, whatever its

source, will lead to a decrcasc  in the effcctivc  contrast in the TRGB  discontinuity (see l’igurc 8, for

example. ) To paramctcrizc  this effect wc compqted  an cffcctivc SN R corresponding to the ratio of the

number of R.GB stars to the number of field objects in the first magnitude interval below the TltGB. We

added a uniformly distributed background population into the color-magnitude diagram, reconstructed

the apparent luminosity function and applied the edge detector.

Statistical noise in the field luminosity function produces a background of false signals as the edge

detector moves toward the ‘1’1~(1 13. It is against this noise that the signal of the ‘1’ltG  11 discontinuity

must bc measured, A grid of moclcls  havhg  WC]] saturated RGIJ luminosity functions cmbcddcd  in

various amounts of backg~ound contamination yields the following conclusions: As long as t hc SN R

associated with the crowding cxcccds 5:1 the significance of the true cliscontinuity (as Incasured  by

the Sobcl filter output amplitude) is at least three sigma. The background noise output of the Sobcl

filter can be reduced without much effect on the true discontinuity by increasing the filter band width.

However, since the background contalnination,  if considered significant, can be corrcctcd  for statistically

(by observing off-galaxy fields) wc did ILot  explore changes in tllc filter function any furtllcr.

l’or even tllc nearest elliptical galaxies W11OSC distances might  bc explored by these techniques the

number of high-latitude Galactic foreground stars with an apparent magnitude in cxccss of I > 21

mag  is totally negligible over the area of interest ccntcrcd on tllc galaxy itself (a fcw squaw  arcmill  at

Inost  ; see, for example, IIallcall and Soniera 1981). If the ‘lXGJ\  is dctcctcd  at the ICVC1 demanded by

tllc population criterion discussed in tllc l)rcvious  section (i.e., at least 100 stars ill the first magnitude

intcrva])  then  it is clca~ that a SN lL in cxccss of 3 will bc guaranteed in the p~cscnt  context of foreground

contamination.

l“or spira] galaxies where the prilualy  contamination is Ilot {;alactic,  but rather intrinsic  to the
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parmlt  galaxy itself, the youngest population supcrgiants  can in principle be eliminated by color

discrimination using an additiona~  exposure to produce a color-magnitude diagram. Altc[lkativcly,

moving as far into the halo (and as far away from the disk out) as is possildc  would bc more cfflcicntj

and avoids the problcm in the first place.

C)thcr sources of contamination noise may bc present (background galaxies, globular  clusters, and

quasars, etc.), but the dominant concern is the potcntizd presence of an extended asymptotic giant

branch (AGB)  population. Most background galaxies will bc resolved. Globular clusters in the parent

galaxy  will bc far brighter than the individual giants at the ‘1’RGB,  and thcrcforc  of no direct conscqucncc

in detecting the discontinuity. And background quasars will contribute only a small signal occasionally.

AGH stars originating from intcrmcdiatc-aged populations in spiral (and even some elliptical) ga~axies

c.a.1~  overlay the RGB and may contribute significantly to the observed luminosity function. Being

systcmat  ically  brighter than the ]W }1 at all CO1 O I S, tl~c cxtcndcd  AGB can distort or displace the

discontinuity in the luminosity function duc to the ‘J’RGB. Again, avoidance is the best prevention.

Working in the outer extremities of either spiral halos or elliptical cnvclopcs, a significant population

of intcrmcdiatc-aged stars contaminating the counts is unlikely..
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4 .  CALIBRATING THF; S I M U L A T I O N S :

HOW FAR CAN THE TRC13 BE RELIABLY APPI,IED?

To be of any practical usc the computer simulations prcscntcd  above need to bc interfaced to real

data. Wc have chosen to usc the data published by Lcc (1993) on the TILGII in the galaxy NGC 3109.

‘1’his galaxy is situated at a distance of about 1.25 Mpc (i.e., a true distance modulus of 25.4 inag).

LCC’S l-band luminosity function for the RGII was based on an accumulated exposure of 2,400 scc taken

in moderate (1.1 arcscc) seeing using the clul>ont  2,5m tclcscopc. The area on the sky covcrcd by his

outer field was approximately 10,000 seeing/resolution c]cmcnts;  and in t hc first magnit  udc interval

below the ‘1’ltGl~ Lcc found 125 stars. For scaling purposes, using our model of the IWl] luminosity

function I,CC’S number  for the first magnitude bin (after which hc is seriously incomplctc)  predicts a

total of 3,200 stars arc contained in t,hc first three magnitudes below the ‘lILGB.

WC have produced a poisson  simulation of the arcal crowding associated with this observation, and

talc.ulatc that, as observed from the ground at this given seeing and surface brightness in NG C 3109 (B

= 26,0 n~ag/square arcscc according to Carignan  1985), 27% of LCC’S objects arc expected to bc multiple

(in the sense defined by Section 3.2). l’igurc 5 then indicates that I.CC’S value of the TItGll magnitude

is probably ovcrcstimatcd  by –0.2 mag  duc to a crowding-induced brightening. l’urthcr  observations at

higher spatial umolution can rcadi]y test this conclusion.

WC can now scale these results to other distant.cso IIcrc wc simply consider an incrcasc  by a factor  of

ten in dist allcc above that of NGC 3109 (i. e., to a t~uc modulus of 30.4 mag,  or 12 Mpc). lf observed from

t]lc ground  (with onc arcscc seeing) the ‘1’ltGl~ stars ill a galaxy this distant would bc unacccptaldy

crowded. at tllc surface  brightness ICVC1 whclc  LCC (1993) observed N G C 3109. }Iowcvcr, using the

IIIIMIc Space ?klescope at its diffraction limit of 0.1 arcscc would exactly off-set this {listal]ce-ill(lucctl

(factor of 10) effect. ‘1’hat is, onc could obsc~vc from space at 1) == 26 lnag/square-arcscc and suffer I1O

more cro~vding  errors than arc already being incurred in the N GC 3109 obscwations.
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A crowding factor  of 27% is only marginally  acccptabk  if a 10% error in derived distance (0.2

mag  hl the distance modulus) Ls desired. However, for a fixed cictqctor  size, a factor of tcn  incrcasc

in target distance incrcascs  the area (and thcrcfor  the number of stars surveyed) by a factor of 100.

In principle, onc could then work at a surface brightness level 100 times fainter without violating the

population size minimum criterion (that is, 50-100 stars in the first magnitude interval below the TIWB)

for a statistically relialdc measure of the lXGB discontinuity (Section 3.3). The situation is even more

favoral-dc when comparing and scaling the Lcc (1993) data to the capabilities of the 11S’1 Wl~PC2: since

llS’1’  has three (800 x 800 pixel) chips, and the entire surface of each chiy can bc used (as opposed

to the Lcc data where only onc fifth of a 500 x 500 pixel chip was used). ‘1’hus  there is an additional

cumulative advantage of about a factor of 35x in population dctcctcd, in using H,5’T. ‘1’hc factor oft wo

or three lost by moving out to a lower surface brjghtncss  lCVCI to dccrcasc the crowding cfrccts  (i. e., 1]

== 27 nlag/arcscc2  ) is coInplctcly compensated for by t hc hcrcascd  cffcctivc  arcal covcragc.

WC can now calculate the exposure time required by IISrJ’  to proclucc a tcn-pcrccnt  distance

cstimat  e, for the above case of a dist ancc a factor of tcn  further than the N CG 31.09 example. I’aldcs

6.1-6.3 and formulae in

that it is cxpcctcd  that

WII’I’C-2 instrument HundiJook  Version 1.0 MacKcnty  et al. (1993) indicate

}1S’1’  will provide a SNlt  of 17 in the I-band  at 26.5 mag given a 3,000 scc

exposure. WC thcrcforc  conc]udc that a distance modulus of 31 mag  (i.e., Virgo) is quite feasible using

this technique with reasonable exposure times using liST. in fact a modulus 3 mag fainter (i. e., 60 Mpc

in distance) is possible if a limiting SN1{ = 4 were to bc adopted.

l~ina]ly, wc estimate directly from the puldishcd ciata just how f~r this tcchniquc might rcasona.bly

bc applied from the groun(i. 11’or  a minimum acceptable SNI{ of 4 the ],CC (1 993) ciata inciicatc  that I,naX

N 23.5 ma.g. Aciopting Ml u —4.0 mag for the ‘1’ltGl)  discontinuity, this lilniting magnitu(ic  corresponds

to a true distance modulus limit, of 27.5 (or distances just in cxccss of 3 hlpc).  ‘Yllis goes well beyond

tllc l,ocal Group  an(i encompasses dozens of galaxies associatc{i  with tllc M81-NGC2403-IC342  anti
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Soutll l’olar  Groups of galaxies, for instance. A systematic survey of the distances to these individual

objects is WC1l  within the grasp  of ground-based telescopes with good seeing (better than onc arcscc)

and moderate aperture (greater than 2.5m).  Such a survey is now underway at Palomar  and at the Las

Campanas  Observatory.

5 .  SUMMARY and CONCLUSIONS

l)istanccs  measured using the tip of the rcd giant branch for metal-poor stars were found

empirically by I, Mk’93 to bc comparaMc  in precision to those distances derived from Ccphcids and

lilt l,yrac  variables. in this paper, tlic limits of this tcchniquc  have been explored and quantifrcd  by

computer simulation. Four effects were modeled: photometric errors, crowding, population size and

contamination. From the simulations wc draw the following conclusions.

(1) Photometric errors both smooth out  the ‘J’lLGIJ  discontinuity, and systematically shift the

inferred position of the discontinuity to brightc~ magnitudes (SCC Section 3.1). ‘1’hc  shift occurs bccausc

while the errors for individual stars arc symmetric in sign, the edge, as identified by its mid-point, is

an asymmetric feature. That feature then can only move systematically to briglltcr  magnitudes as the

random error in the stellar photometry incrcascs.  l~or SNlt  > 5 the systematic error in measuring the

tip is gcncral]y  kept bc]ow 10% in the distance estimate; but  thcrcaftcl it is a ral)idly  deteriorating

function of decreasing SNI{. ?’his  limikrtion  sets the rninirnurn  ~equiwl irdqrutiolt  time (jor u given

tckscopc)  as a juriction  oj disloncc.

(2) Crowding, as cxpcctcd  raises stars to brigl,tcr  magnitudes and also erodes any sharp features

in the luminosity function. Crowding systematically affects the dcfkition  of the edge of the ‘1’l{GII  such

that if more than 2570 of the stars in the first t}lrcc magnitudes of the giallt-branc]l  luminosity function

arc multiple, then the derived distances will bc systematically in cr~or by more than 1 (1~1. Yhis criterion

sets [{11 ~lppcr, iirnit or] l}te .fiurj(ice  bvig}tt,rless level t}t((t c{(T1 L!KJ WOS/Kd oIt (lt a givcrl dist{lttcc  and a given

rwolu t ion<
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(3) Population Size. At any given SNlt,  the population size

that the discontinuity is adequately defined, by having at least  onc

must exceed  a critical anlount  so

member in the first bin. For the

bin size and edge-detection kernel used here, it was found that the systematic error mmaincd  below 0.1

mag until fewer than 50 stars were measured in the brightest magnitude interval. This criterion sets a

lower limit on the physical area that must be surveyed at a given surjace brightness.

(4) Background/Foreground Contamination. in any composite population and for most lines

of sight there will bc stars populating the color-magnitude diagram that have a comparable apparent

brightness, but do not in fact belong to the giant-branch population being investigated. l’or  composite

systems (such as spiral galaxies, or eltiptieals with evidence for a recent bursts of star jormat  ion) working

as jar out into  the halo as possilde has olwious merit.  l’urthcrmorc,  working far out in the halo both

ensures a low-mctallicity  population (which is required for this tcchniquc  to bc applicahlc)  and at the

same time works toward minimizing crowding/confusion errors.

Scaling tllc simulations to published observations made with ground-based

comparing with tabulated performance characteristics for IIS’J’, tllc discontinuity in

tclcscopcs and

the luminosity

function at tip of the rcd giant branch  can bc expected to IN used as a precision distance indicator out

to at least 3 Mpc using ground-based tclcscopcs at sites with reasonably good seeing, while distances

out to w13 Mpc can bc cxpcctcd  to be reachccl with 11S’1’ using modest (w 1 ILour) exposure times.
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Figure Captions

Fig. 1 – ldealizcd  response of the Sobcl edge-detection filter to a sclcctcd combination of slope

changes and discontinuitics,  as dcscribcd  in the text. ‘Mc bottom panel shows the filter response to an

impulse function on input. Note the distinctive positive/negative s-wave without any net change in the

mca.n icvcl in crossing such a disturbance, in contrast to the spike followed by a positive baseline off-set

seen in the third panel.

Fig. 2 – Y’iy OJ the Red Giant  Branch  Simulations  The middle panel shows the simulated 1 versus

(V-1) color-magnitude diagram for a red giant branch having the discontinuity in its luminosity function

p]loton-statistical  noise. The upper panel shows the differential luminosity

the stars in CM diagram but  without any color discrimination. Vertical error

at 1 = –4.0 mag and (V–1) = 1.8 mag (marked by the two horizontal lines). All of the spread in the

data. slIown IICIC  is duc

function constructed for

bars arc m counting statistics; horizontal error bars give the bin size. ‘1’hc dashed vertical line marks

the magnitude (1 = –4.0 mag)  at which the discontinuity in the IL(3JJ luminosity function is defined.

‘J’hc lower panel shows the output of the 2-point and 4-point Sobel edge-detection filters as applied

to the luminosity function in

‘J’1{. GH discontinuity y as inp~lt.

discontinuity, which corresponds to the changed slope of the luminosity function (froln an cffcctivcly

flat distribution in the field, to a s]opc of +0.6  along the ltGll).

the middle panel. ‘1’hc vertical line again marks the position of the

Note the change in ICVCI of the filter output after passing through the

Fig. 3- CJ’llc systematic cifccts of photometric errors (cxprmscd  as a signs]-to-noise ratio) on the

derived magnitude for the ]-band discontinuity in t~ic ]~{;~ luminosity  function. Each data point is a

selmratc  simulation for a large population, with no crowding and zero field contamination. Error bars

arc the one-sigma widths of a Gaussian fit to the edge-detection output rcspcmsc.

Pig. 4 - “J’hc same as l’igurc 2, with the following cxccptions: The SNR dcpic.tcd here is 10 at

tllc ‘1’I{C }1, and field contalnination  has bccli  set to zero. 111 tllc ulIpcr panel, the effects of ])llotolnctric
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crrors  can bc seen to erode the discontinuity by spilling  stars into the higher luminosity hhls. ‘1’hc  lowc~

panel shows how the edge detector has responded to this spill-over in determining a slightly brightened

(i.e., biased) estimate of the onset of the TRGB.

Fig. 5- l’hc  same as Figure 2, cxccpt  that the SNlt  at the ‘1’RGB is now 31, and the crowding

(as defined in the text) is 10%. A slight field contamination contributes to the noise in advance of the

true discontinuity dctcctcd  at 1.95. Compare with the CMD given in Fig 3b of Lcc (1993).

Fig. 6 – l’hc  systematic effects of crowding (paramctcrizcd  by the pcrccntagc  of stars cornbincd

into separate images as drawn from the first three magnitudes of the luminosity function below the

‘1’RGI]). Mach data point is a separate simulation for a large population of high SN1t observations, and

zero field contamination. Error bars arc the one-sigma widths of a Gaussian fit to i,hc cclgc-detection

output I’csponsc.

Fig. 7 – ‘i’hc systematic cffccl,s of lJopulation  size (as cxprcsscd  as the logarithm of the number

of stars in the first magnitude intcrva]  below tllc TI{GJ))  on the derived magnitude for the l-band

discontinuity in the RGJ3 luminosity function. Each clata point is a separate simulation at high SNIL for

the photometry, with no crowding and zero field contamination. Error bars arc the one-sigma widths

of a Gaussian fit to the edge-detection output response.

Fig. 8 – ‘]’hc same as l“igurc 5, cxccpt  that the crowding has been set to O% and tllc field

contamination has bccIL clcvatcd to 20 stars pcr magnitude intcrva].
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